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ABSTRACT

Direct numerical simulations (DNS) are reported for the convection in an internally heated convective fluid layer
which is bounded by rigid isothermal horizontal walls at equal temperature. The simulations for a fluid Prandtl
number of seven cover seven distinct internal Rayleigh numbers in the range 10° < Ra; s 10°. From the numerical
database the changes of convective patterns and dynamics for increasing Ra, i.e. increasing turbulence intensity,
are analysed. To support the development and improvement of statistical turbulence models for this special type
of convection, turbulence data for mean and fluctuating temperature and velocities are provided. For the simula-
tion with Ra, = 108 budgets of turbulence kinetic energy k and vertical turbulent heat flux «';T" are presented. In
addition, closure assumptions commonly used in statistical turbulence models are tested against the DNS data. It
is found that the turbulent diffusive transport of k and «’;T" is strongly underestimated by standard models. The
modelling of the turbulent heat fluxes by a turbulent Prandtl number approach is totally inadequate for internally

heated convection. Instead, a second moment closure for u';T" is required.

RESUME

Des essais de simulation directe (DNS) sont présentés pour la convection naturelle dans un fluide avec source
de chaleur interne, les conditions aux limites étant des parois horizontales rigides et isothermes de méme
température. Les simulations, pour un nombre de Prandtl de 7, recouvrent 7 nombres de Rayleigh dans la
gamme 10° < Ra; < 10°. A partir de la base de données numériques, les changements de convection et de la
dynamique de 1’écoulement sont analysés lorsque Ra; croit, ¢’est-a-dire lorsque I’intensité de turbulence croit.
Afin de permettre la modélisation statistique de la turbulence pour ce type particulier de convection, des don-
nées relatives 2 la turbulence sont fournies pour une température et des vitesses moyennes et fluctuantes. Pour
la simulation 2 Ra; = 108 des bilans d’energie cinétique turbulente k, ainsi que des flux thermiques turbulents
w',T' sont présentés. De plus, des hypotheses de fermeture généralement utilisées dans les modeles de turbu-
lence statistique sont utilisées et comparées aux résultats de simulation directe (DNS). Il a été trouvé que k et
u5T sont fortement sousestimés par les modeles classiques. La modélisation des flux thermiques turbulents
par I’approche d’un nombre de Prandt] turbulent est totalement inadaptée 2 la convection naturelle avec source
de chaleur interne. Dans ce cas, une fermeture au second ordre pour «',T" est nécessaire.

1 Introduction

The study of heat transfer by natural convection in cavities and fluid layers with an internal energy
source is of interest for several geophysical and technological systems. For example, in nuclear
engineering it is of great importance for reactor safety aspects. In severe hypothetical accidents the
formation of a decay-heated pool of molten core material is assumed in the lower plenum of the
reactor vessel. To retain the molten core material inside the vessel by appropriate severe accident
management measures, the characteristics of heat transfer from the melt pool to the walls of the
reactor pressure vessel must be sufficiently well known. This has motivated many experimental and
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numerical studies of the natural convection in internally heated fluids in cavities and pools of dif-
ferent shapes, see [22] for a literature survey.

In another szenario it is assumed that the corium cannot be contained within the lower head of the
reactor pressure vessel, and a layer of core melt forms in the lower part of the containment. In this
context, the behaviour of a large plane horizontal fluid layer with volumetric energy source is of
interest. Such a configuration is in particular suited to study fundamental and general features of
natural convection with an internal heat source, since geometry dependent artifacts and flow phe-
nomena which are always present in pool type containers are avoided.

Considering the convection in a large horizontal fluid layer with height D and heat generation rate
g, , the important dimensionless groups which characterize the physical problem are the internal
Rayleigh number Ra,; = ngvi)s/ (¥RA), the Prandtl number Pr=¥/& and the Damkohler num-
ber Da = E]VD2/ ()A»AT,,,M). Here, § = gravity, ﬁ = thermal expansion coefficient, v = kinematic
viscosity, K = thermal diffusivity, A = thermal conductivity, AT o is the maximum temperature
difference across the layer, and ¢ indicates a dimensional quantity.

In literature (see [2,20] for a detailed review), results are reported mainly for two different types of
thermal boundary conditions at the rigid horizontal walls. In the first more common case, the upper
wall is isothermal while the lower one is adiabatic or heated. For results of theoretical, experimental
and (two-dimensional) numerical investigations see [3,4,24,27], [13,14,16,19,28,33], and [7,32,34],
respectively. The present paper is related to the second type of thermal boundary conditions, where
the top and bottom walls are isothermal and at the same temperature. A stability analysis yields a
critical Rayleigh number of Ra;,. = 37,325, above which convective motion starts [31]. In experi-
ments [11,12,17,23], where water is commonly used as working fluid and the internal energy
source is simulated by Joulean heating, Rayleigh numbers up to 10'2 have been achieved.

For reactor applications, where the Rayleigh number can attain even as high values as 106,
experimental studies are supported by numerical ones in which engineering computer codes are
applied. In such codes turbulent momentum and heat transfer are modelled by empirical statistical tur-
bulence models. Therefore, the quality of the numerical results strongly depends on the reliability of
the turbulence models for this special type of convection. Dinh and Nourgaliev [5] use a standard low-
Reynolds-number k-e-Pr, model to recalculate experiments of natural convection in fluids with an
internal energy source. They find that this model fails to describe the turbulent natural convection heat
transfer regimes of interest. Though they propose several phenomenological corrections for the k-&-
Pr,model, they conclude that for the development of improved turbulence models detailed data of tur-
bulence for this type of convection is required. Unfortunately, with the exception of [14], where
results for velocity and temperature fluctuations are given, no systematic experimental study on turbu-
lence data for this type of flow exists. This is because the main objective of the respective experiments
was the measurement of Nusselt numbers and the determination of integral heat transfer relations.
Since experimental turbulence data are very scarce, fundamental numerical studies have been per-
formed to provide the desired detailed information. Two-dimensional simulations are reported in
[6,12,22] for Rayleigh numbers up to 10°, 108, and 102, respectively. Grotzbach [8,9,10] performed
direct numerical simulations (DNS) in a three-dimensional layer. Applying periodic boundary condi-
tions in both horizontal directions, he computed Rayleigh numbers up to 4 - 10°. Besides presenting
detailed data about turbulent velocity and temperature fields, he also analysed closure assumptions
used in statistical turbulence models. Recently, in [29] the large-eddy simulation method has been
used to investigate the internally heated convection at a Rayleigh number of Ra; = 1.5 - 10%°.

The objective of the present paper is to use the direct numerical simulation method to provide a tur-
bulence database for natural convection in a horizontal fluid layer with internal heat source. We
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consider convection with Rayleigh numbers in the range 10° < Ra, < 10°. The highest Rayleigh
number 10° is about 26,800 times the critical one, whereas in the direct numerical simulation in
{10] the value 4 - 10° is about 107 times Ra; .. Thus, the new results are of much greater relevance
with respect to engineering applications. To allow for a direct comparison of the numerical results
with experiments performed with water, a fluid Prandtl number Pr = 7 is considered. The Prandtl
number for corium is Pr = 0.1 for metallic and Pr =~ 0.6 for oxidic core melts. These values are
much smaller than that for water. However, the investigation of the effect of fluid Prandtl number,
as studied e.g. in [22], is out of scope of the present paper. Here, we are especially interested in fun-
damental features of turbulence and heat transfer in natural convection with internal heat source.

In the remainder of this paper we first present the governing equations and the numerical method.
As far as experimental data are available, the numerical results are compared with measurements.
The DNS database is then analysed from a phenomenological point of view by investigating the
patterns and dynamics of the convection. This is followed by the analysis of turbulence modelling
concepts. Results are given for the transport equations for turbulence kinetic energy and vertical
turbulent heat flux. Furthermore, the DNS data are used to scrutinize closure assumptions for dif-
ferent terms in statistical models. The paper is completed by the conclusions.

2 Mathematical and numerical model
2.1 Governing equations

The equations describing turbulent flow and heat transfer are the conservation equations of mass,
momentum, and energy. In the present study, we apply the Boussinesq approximation and solve
the equations in dimensionless form. For normalisation the channel height D, the velocity
iy = ( gBATOD)I/Z , the pressure f)ﬁé , and a temperature difference AT, are used. For a meaningful
normalisation of temperature the value of AT, should be close to AT,... However, AT ., is not
known a priori for a given energy source g, . We therefore adopt the following procedure. For a cer-
tain Rayleigh number Rg, first the corresponding Damkohler number is estimated from experimen-
tally derived correlations Da = {Ray). This value Da, = Qle)z/ (XA T0) is then used to determine AT .
Applying the summation convention and considering a Cartesian coordinate system, the non-
dimensional governing equations are given by:

% _ g M
ax;
dw ww) _ _op 1 Ow o0 py (o123 @)
ot ax; Ox;  [Gr,9%;9x; R T

2
o7 M) - L (2T pg) ®
at dx; Pr /Gro 0x;0x;

Here, Gry = Ra,/(Pr - Day) is the Grashof number resulting from scaling.

For the numerical simulations, the following boundary and initial conditions are used: No-slip
conditions are applied to all velocity components at the lower and upper walls at x; =0 and x; = 1,
respectively (see Figure 1). Both walls are isothermal and at the same dimensionless temperature
Ty, = Ty, = 0. In the two horizontal directions x; and x, periodic boundary conditions are imposed.
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The initial condition for the velocity field is the quiescent state, i.e. all velocity components are zero.
For the temperature it is meaningful to start the simulation from a mean temperature profile which is
already close to that of the fully developed convection. Here, for simulations with Ra; < 107 the para-
bolic profile of the pure conductive regime is used as initial condition. For higher Rayleigh numbers
the initial vertical mean temperature profile is given by a parabola of order eight. In all cases, random
temperature fluctuations with an amplitude of typically 10% of AT, are superimposed locally on the
mean profile.

Fig. 1. Coordinate system and computational domain.

2.2 Numerical method

The direct numerical simulations were performed with the TURBIT code {9]. This code is based on
the finite volume method, where a staggered grid is used. The convective and diffusive terms are
discretized spatially by second order central finite difference approximations. In both horizontal
directions the grid is equidistant, where N, and N, mesh cells of width Ax; and Ax, are used, respec-
tively. In the vertical direction the grid spacing is non-equidistant. The mesh widths Ax,(x;) are gen-
erated by a formula based on hyperbolic functions, see [1] and [26]. This ensures a smooth
variation of the width of neighbouring cells.

The solution procedure for equations (1-3) is based on Chorin’s projection method. It results in a
Poisson equation for pressure, which is solved in a direct manner. The time advancement of equa-
tions (2) and (3) is by means of the explicit Euler-Leapfrog scheme. The accuracy is of second
order for the convective terms and of first order for the diffusive terms.

In Table 1 the parameter and grid data of the simulations are listed. The mesh parameter given cor-
respond to the last simulation of a complete series performed for each Ra,. Starting from the initial
conditions mentioned above, the solution is advanced in time on a coarse grid until, in a statistical
sense, a steady state is reached. This is estimated from the temporal development of several charac-
teristic global quantities. These are the turbulence kinetic energy, the mean temperature in the
entire computational domain, and the heat fluxes at both walls. After the convection is fully devel-
oped, the local instantaneous temperature and velocity fields are interpolated to a finer grid and
again integrated in time. This procedure is repeated until finally a mesh is reached which meets the
spatial resolution requirements of a direct numerical simulation, to be discussed below. The proce-
dure described drastically reduces the computation time needed to perform the simulations.

There is another criterium to check if the heat transfer is fully developed. In that case, the rate of
heat generated in the fluid is the same that is removed across the lower and upper surface. The
Damkohler number then just equals the sum of the Nusselt numbers at both the top and the bottom
wall. In the present simulations the difference between Da and Nu, + Nu, is very small, typically
1 to 2%. However, in the simulation for Ra; = 10° the mean temperature in the entire domain has
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not reached a steady state, but is still increasing. Additional integration in time of this simulation
toward a real steady state in the mean temperature would have required immense computational
costs. Therefore, the simulation has not been continued. Nevertheless, as the time trace of the turbu-
lence kinetic energy indicates a steady state, the turbulent velocity field is fully developed. There-
fore, the results for Ra; = 10° are included in this paper.

Table 1. Parameter and grid data of the simulations.

Pr| Ra; | Xi2| Azi2 | Azswp | ATz mes | AZawye | N1 | N2 | N3
108 6 |0.1000 | 0.0370 | 0.069 | 0.0320 [ 60 | 60 | 21
5-10°| 6 0.0750 | 0.0250 | 0.064 [ 0.0190 | 80 | 80 | 27
108 5 |0.0750 | 0.0250 | 0.064 | 0.0190 | 80 | 80 | 27

7 {5-10%) 5 |0.0500 | 0.0228 | 0.049 | 0.0115 | 100 | 100 | 35
107 5 10.0417 | 0.0180 { 0.036 | 0.0092 | 128 | 128 | 39
108 4 10.0250 | 0.0120 | 0.026 | 0.0057 | 160 | 160 | 55
10° 3 |0.0150 | 0.0061 | 0.019 | 0.0024 | 200 | 200 | 80

To ensure reliable direct numerical simulations, the smallest spatial structures of turbulence, as well
as the viscous and thermal boundary layers at the top and bottom walls must be resolved by the
grid. In the horizontal directions, where periodic boundary conditions are applied, the periodicity
lengths X; and X, must be large enough to cover the largest macroscopic structures of the flow. We
carefully checked our grids to meet these requirements, see [26]. As an example, we show in Figure
2 one-dimensional spatial energy spectra of the turbulence kinetic energy, evaluated from the DNS
data for the various Rayleigh numbers at x; = 0.5. For all simulations the cut-off in this double-log-
arithmic representation is less than k,”7, where k, is the wavenumber in the x,-direction. Thus, the
mesh cells are sufficiently fine to resolve even the smallest eddies.
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Fig. 2. One-dimensional spatial energy spectra of turbulence kinetic energy at x; = 0.5.
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2.3 Evaluation of statistical data

For the geometry and boundary conditions used in the present direct numerical simulations, statisti-
cal data are homogeneous with respect to the horizontal directions. For this reason, the statistical
evaluation of a quantity ¢ is performed by ensemble averaging of the DNS data over horizontal
planes. In addition, the data are averaged over time. Typically 10 to 40 different datasets are used,
each corresponding to a certain problem time. Of course, only such datasets are taken into account
for which a steady state of global statistical quantities has been identified, see above. This averag-
ing procedure results in vertical profiles and is indicated by angled brackets (¢) , whereas the over-
bar ¢ denotes the conventional time averaging. Fluctuations with respect to (¢) are denoted by
¢", and fluctuations with respect to ¢ by ¢'. For fully developed turbulent convection in a large
horizontal layer, both types of averages should be equivalent, i.e. (¢) =9¢.

In section 5, spatial derivatives need to be computed to evaluate budget terms of statistical quanti-
ties. In x;- and x,-direction, where the grid is equidistant, this is done by second-order central finite
difference approximations. For the computation of derivatives in the vertical direction, where the
grid is non-equidistant, a parabolic ansatz is used. It is based on a three-point stencil and thus is of
second order, too. However, close to the walls where the spatial gradients are highest, we use a
four-point stencil to ensure third-order accuracy.

3 Comparison with experiments

In this section, results of the direct numerical simulations are compared with experimental data. As
discussed in the introduction, in experimental studies of internally heated convection measurements
are often limited to global heat transfer parameters. While there are at least some data available for
the mean temperature and the turbulent heat flux, see below, for the velocity field no experimental
information at all is available in the literature. For this reason, a detailed verification of the numeri-
cal results by experiments is not possible.

In Figure 3, we compare the computed Nusselt numbers at the top and bottom wall with the experi-
mental results of Jahn [11] and Kulacki and Goldstein [17]. The heat transfer relation of [17] (see
legend in Figure 3) is obtained for Pr = 6 and is valid for Rayleigh numbers up to 1.2 - 107. In [11]
the fluid Prandtl number is seven and the correlation holds up to Ra; = 5 - 10'°. From Figure 3 it is
apparent that in this range of Pr the difference in fluid Prandtl number is only of small influence on
the Nusselt number at top and bottom wall. At the upper wall, the numerical results agree well with
both experimental heat transfer laws. However, at the lower wall there are some deviations. Espe-
cially for Ra; = 10° the computed Nusselt number is substantially higher than in the experiments.
An obvious explanation for this discrepancy may be the insufficient integration in time which does
not allow for full development of the mean temperature field, as discussed above.

In Figure 4, we give a comparison of the computed vertical mean temperature profile for the simula-
tion with Ra; = 105 with experimental results of Kulacki and Goldstein [17]. In the upper and lower
boundary layer, the agreement is very good. The same holds for the location of the maximum of the
mean temperature. In the central region of the layer the DNS results show a small vertical mean tem-
perature gradient. In contrast, in the experimental data published in [17] the core is almost isothermal.
However, in subsequent unpublished experiments by the same authors, also a small increase of the
mean temperature with increasing vertical position is observed in the core region [15].

For the type of boundary conditions considered here, the literature does not report any directly mea-
sured turbulence quantities which could be used for verification purposes. However, using mea-
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sured temperature profiles of an experiment for Ra; = 8.13 - 109, Kulacki and Goldstein [18]
deduced results for the vertical turbulent heat flux. In Figure 5, these results are compared with the
turbulent heat flux evaluated from the DNS for Ra; = 107. Though there is a difference in the
Rayleigh number of about 20%, the general agreement is quite good. This is in particular true for
the upper half of the layer. The differences in magnitude and in the location where the turbulent
heat flux changes sign may partly be attributed to the different Rayleigh numbers.
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Fig. 3. Comparison of computed Nusselt numbers at the top (Nu,) and bottom (Nu,) wall with experimental
heat transfer correlations.
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Fig. 4. Comparison of computed mean temperature with experimental results, Ra; = 106.
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Fig.5. Comparison of computed vertical turbulent heat flux for Ra; = 107 with experimental results for Ra; =
8.13 - 10°.

4 Patterns and dynamics of convection

To investigate the flow structures and dynamics of the convection, comprehensive visualisations of
the DNS data have been performed [26]. For illustration of the relevant phenomena, in Figures 6
and 7 isolines of the instantaneous temperature in vertical and horizontal cuts through the channel
are shown for various Rayleigh numbers. The dimensionless times ¢ and the horizontal positions of
the vertical cuts are arbitrary, while the vertical position of the horizontal cuts is always at the loca-
tion of the maximum root-mean-square (r.m.s.) value of temperature fluctuations.

X2
@) Ra=10°, x,=1.5, t=120.98, Min.: 0.1, Max.: 1.1.

Fig. 6. Isolines of the dimensionless instantaneous temperature in vertical cuts (isoline increment = 0.1).
a) Ra; = 10%,b) Ra, = 105, ¢) Ra; = 107, d) Ra; = 108, ) Ra; = 10°.
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Figures 6a and 7a show that even at the lowest Rayleigh number considered in the present study,
i.e. Ra; = 105, the flow is fully three-dimensional. The relevant convective structures are isolated
cold drop-like plumes which detach from the upper isothermal wall and fall into the warmer core
region. In the horizontal cut these plumes result in a pattern of concentric rings, see Figure 7a. The
analysis of the temporal behaviour shows that these plumes are long-term structures. However, the
convection is not stationary. There is a tendency of neighbouring plumes to merge. In larger plume-
free areas emerging from this process, the thickness of the thermal boundary layer at the upper wall
grows until the Rayleigh-Taylor instability develops and new plumes are formed.

) Ra;=1(®, x;=0.976, t=120.98,
Min.: 0.3, Max.: 1.2, Incr.: 0.1.
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a) Ra=10°, x,=0.759, t=455.47,
Min.: 0.4, Max.: 0.95, incr.: 0.05. 0 u-

, t=2!
Min.: 03 Max.: 12, Incr.
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. X
b) Ra=10%, x,=0.860, t=117.89, ¢} Ra=107, x,=0.927, t=110.28,
Min.: 0.375, Max.: 1.12, Incr.: 0.0625. Min.: 0.312, Max.: 1.06, Incr.: 0.0625.

Fig. 7. Isolines of the dimensionless instantaneous temperature in horizontal cuts. a) Ra; = 10°, b) Ra; = 10,
¢) Ra,= 107, d) Ra; = 10%, e) Ra; = 10°.

In the simulation with Ra, = 105 sheets of cold downward moving fluid are found in regions
between neighbouring plumes. In the horizontal cut these vertical sheets appear as spokes, see
Figure 7b. Neighbouring spokes are connected by knots, but no closed cells are formed. Besides
these structures, there exist also isolated concentric ring patterns, which were already observed for
Ra; = 10° and represent falling plumes.

In the simulation for Ra, = 107 closed irregular cells are formed by neighbouring spoke patterns in
the horizontal cut, see Figure 7c. In the vertical sheets, which represent the borders of the cells, the
fluid is falling fast while in the inner region of the cells the motion is upward and slow. In the tem-
poral development of the convection, small cells contract and finally disappear. Within large cells
new plumes are generated due to the Rayleigh-Taylor instability. They cause new sheets to form,
which eventually divide the large cell into two or more smaller ones.
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While at Rayleigh numbers below Ra, = 107 plumes and sheets are always in connection with the
boundary layer at the upper wall, at Ra, = 10® in the core region portions of fluid may separate from
the plumes or sheets, see Figure 6d. At Ra; = 10° these mushroom-like structures of high kinetic
energy deeply penetrate into the boundary layer at the lower wall, see Figure 6e.

From comparison of Figures 7¢, 7d, and 7e we find that the macroscopic length scale of the irregu-
lar cells continuously decreases with increasing Rayleigh number. For this reason, in the present
simulations the periodicity lengths X, and X, could be reduced with increasing Ra, in order to save
computation time without loss of relevant physical information.

A more complete representation of the structures and an impression of the dynamical phenomema
occuring in an internally heated fluid layer at Ra; = 10% is given by Figure 8, showing the instanta-
neous temperature field in one vertical and four horizontal cuts at different vertical positions. Cold
plumes form in the unstably stratified thermal boundary layer at the upper wall. They detach and
enter the warmer, almost isothermal central region of the layer. However, only few plumes of high
kinetic energy reach the stably stratified thermal boundary layer at the lower wall. Therefore, the
irregular cell pattern is only found in and near the upper thermal boundary layer.

) x,=2.0.

k i o i Y
b) x,=0.98. ¢) x,=0.94.

0 X,
d) x;= 071 e) x,=0.17.

Fig. 8. Cuts through the dimensionless instantaneous temperature field for Ra; = 108 at different positions,
1 =258.58. a) vertical cut, b)—e) horizontal cuts.
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The structures and dynamics of the convection described compare quite well with the observations
by experimentalists [11,17]. The decrease of the macroscopic wavelength of the irregular cells with
increasing Rayleigh number, found in the present simulations, was previously observed in all
experiments as well as in direct numerical simulations [9].

5 Analysis of turbulence modelling concepts

The main objective of the present study is to provide reliable data of turbulence and to use them to
test, to validate, and to improve statistical turbulence models for this special type of convection. In
the following, we first give results for mean and fluctuating quantities for the various Rayleigh
numbers. Subsequently, the DNS results are used to analyse budgets of the turbulence kinetic
energy k and the vertical turbulent heat flux u,T . In addition, we test model assumptions which
are commonly used for closure of various terms in standard statistical turbulence models. For these
investigations, instead of using the DNS results of the highest Rayleigh number, i.e. Ra; = 10°, the
simulation for Ra, = 108 is selected for the reasons mentioned in section 2 and 3. While the convec-
tion at Ra; = 108 is really turbulent, the turbulence Reynolds number Re, = k?/(ve) and the turbu-
lence Peclet number Pe, = k*/(x¢) nevertheless are rather low, i.e. Re, = 4 and Pe, =~ 30.

For evaluation of statistical quantities in the following it is always assumed that the ensemble aver-
aging procedure described in section 2.3 and the conventional time averaging, used in the statistical
description of turbulence, are equivalent. Thus, for analysis of the budgets of k£ and u',T by the
DNS data all correlations of the form ¢y’ (or of similar type, respectively) are replaced by
(¢"y") . The same applies, when the performance of model assumptions for individual closure
terms is tested against the DNS data.

5.1 Statistics of the temperature and velocity fields

In this subsection we present statistical results for the temperature and velocity fields at the differ-
ent Rayleigh numbers. These results are of interest for several reasons. First, they provide insight
how important statistical quantities change when the Rayleigh number and thus the turbulence
intensity is increased. Second, they provide a database of turbulence which can be used to test the
performance of engineering computer codes for the convection in an internally heated fluid layer.
Furthermore, in common higher order statistical turbulence models closure assumptions are often
based on the mean and r.m.s. values of the temperature or the velocity field. Thus, the results pre-
sented provide valuable information needed for the development and testing of improved turbu-
lence models.

To allow for a reasonable comparison of the vertical mean temperature profiles for the different
Rayleigh numbers, in Figure 9 the maximum temperature difference across the channel is normal-
ized to AT,,,, = 1. For Ra, = 10° the profile of (7} differs only slightly from the parabolic one of the
pure conduction regime. With increasing Rayleigh number two distinct thermal boundary layers of
different thicknesses develop. The one at the top wall is thinner with thermally unstable stratifica-
tion, while the thicker one at the lower wall has a thermally stable stratification. With increasing
Rayleigh number the boundary layer thicknesses decrease, and in the core region of the flow the
vertical gradient of the mean temperature becomes smaller and smaller. At Ra, = 10° the profile of
(T) is uniform over a broad region of the core, and thus the fluid is almost isothermal.
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Fig. 9. Vertical profile of the mean temperature for different Rayleigh numbers.

The vertical profiles of the root-mean-square value of temperature fluctuations in Figure 10 show
an absolute maximum at the edge of the thermal boundary layer at the upper wall, and a relative
maximum at that of the lower wall. With increasing Ra;, the locations of both maxima shift towards
the walls, so that two distinct peaks appear in the vertical profile of 7,,,,. The maximum value of
T, depends only weakly on Ra; and is always about 15% of AT,,,,. However, the magnitude of the
relative maximum near the lower wall increases with increasing Ra;.
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Fig. 10. Vertical profile of T, for different Rayleigh numbers.

In internally heated convection, where no horizontal mean flow through the channel is present, the
ensemble averaged mean velocity (13) is zero. The evaluated vertical profiles of u, ,,,; and of u;
are almost identical for each simulated Rayleigh number. This indicates that in each horizontal
plane the horizontal velocity components are isotropic. We, therefore, present only results for u; .

784 JOURNAL DE RECHERCHES HYDRAULIQUES, VOL. 35, 1997, NO. 6



With increasing Ra; the values of u; ,,, increase, see Figure 11. At the same time, the thicknesses of
the viscous boundary layers at top and bottom wall decrease. At Ra; = 108 and Ra, = 10° the profile
of u; e Shows an almost constant value in the centre of the channel, while there is a peak at the
edge of the viscous boundary layer at the upper wall.

0.059 _. . Ra,=10°
| — RaI=105
- RaI=107 %
0.04 ;

Fig. 11. Vertical profile of u, ,, for different Rayleigh numbers.

In the vertical profile of uj,,, the increase of the Rayleigh number from 105 to 108 is accompanied
by a continuous increase of us ,,,, see Figure 12. In addition, the location where u; ,,, is maximum
shifts from the middle of the layer towards the upper wall. For Ra; = 10% and Ra, = 10°, however,
the maximum of u; ,,, takes about the same value. In accordance with the decrease of the thick-
nesses of the viscous boundary layers, only a broadening of the profile of u; ,,,, is observed.
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Fig. 12. Vertical profile of u; ,,, for different Rayleigh numbers.
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5.2 Transport of turbulence kinetic energy

In the statistical modelling of turbulence, it is a commonly used concept to determine a characteris-
tic velocity scale of the turbulent motion by solution of a transport equation for the turbulence
kinetic energy k = 1,u' ', . In this subsection, we use the DNS database to analyse the budget of k
and to test the performance of models for closure terms in the k-equation.

As stated above, in turbulent internally heated convection the long-time averaged mean velocities
are zero. As a consequence, in the analytical transport equation for k [25] the convective transport
term and the shear production term are zero. Furthermore, there is no dependence of statistical data
on either horizontal direction. Therefore, the dimensionless transport equation for k reduces to

- T L e ——a-(lu' u'-u'-+1;’-1;') + L ﬂ‘ @)
9t~ JGrox;0x;,  9x;\2 e JGrax;

Nl , §
Gk & Dk,t Dk,m

Here, G, is the buoyant production/destruction, € is the viscous dissipation, and Dy = D, + D, ,, is
the diffusion. It consists of a turbulent (D, ) and a molecular (D, ,,) part. The net contribution of the
diffusion term is zero since it only redistributes k across the layer.

In Figure 13, we give results for these terms, evaluated from the DNS data for Ra; = 108. The produc-
tion term G,, which corresponds to the vertical turbulent heat flux, is zero at both walls. In the lower
quarter of the channel G, shows a small negative value, while there is a linear increase from x; = 0.22
to x; =~ 0.9. At x; =~ 0.9 the production G, reaches its maximum. Except for a small region close to the
lower wall, the dissipation rate ¢ increases monotonically with increasing x;. From the budget of &
only at two distinct vertical positions a local equilibrium between production G, and dissipation ¢ is
found, namely at positions where D, = 0. In the predominant part of the layer diffusive transport of k is
very important, as it redistributes the surplus of G, from the centre of the layer towards the walls,
where it is dissipated. The out-of-balance term = = Gy + D, — € in Figure 13 is very small. This indi-
cates that the time derivative in Eq. (4) is negligible and the convection is fully developed. Further-
more it confirms that the assumptions introduced above for simplification of the k-equation are valid.
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Fig. 13. Budget of turbulence kinetic energy, Ra; = 108,
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A comparison of Dy, and Dy, in Figure 14 shows that in the centre of the channel the turbulent dif-
fusion dominates the molecular one. D, ,, takes a very high value near the upper wall, where it bal-
ances the viscous dissipation rate. In the region 0.6 < x; < 0.9 D, takes about half the value of Dy,.
While D, ,, may be neglected at very high Rayleigh numbers, this result reveales that at low and
intermediate Rayleigh numbers D, ,, should be included in the k-equation.

0.0064 —=— Dy . ¢
mmo Dy !

0.004 7 !

:

> :
D t
0.002+ ;;

1 L]

-0.002 v I . ; . T r Y T 1
0.0 0.2 0.4 0.6 0.8 1.0

Fig. 14. Turbulent and molecular diffusion of k, Ra, = 108.

According to Eq. (4) two correlations contribute to D, .. The behaviour of both the triple correlation
of velocity fluctuations and the pressure-velocity correlation is dicussed in detail in [35]. There it is
shown that the dominant contribution to D,, is due to the triple correlation, while the pressure-
velocity correlation is only of minor importance. Since both correlations appearing in Dy, are
unknown, they have to be modelled to close the k-equation.

The standard diffusion model is based on the gradient diffusion assumption and is in analogy to the

eddy diffusivity hypothesis [25]:

1 T Vt ak
B =y ' 1 ' U PORRE i 5
Here o, is a turbulent Prandtl number for &, usually taken to be 1. To test the performance of this
model for internally heated convection, we separately evaluate both the left and right hand sides of
Eq. (5) from the DNS data. As mentioned above, for this purpose the overbar is replaced by
() and ' by ". The eddy diffusivity v, in Eq. (5) is determined from

2
vi=ck ©)

For the coefficient C, the standard value 0.09 is adopted. To achieve a better resolution of both
curves in Figure 15, the scale of the ordinate for the r.h.s. of model Eq. (5) is enlarged by a factor of
ten. With the exception of the range 0.7 < x; < 0.9, where the turbulent diffusive transport of & is
against the gradient of k, both curves compare quite well from a qualitative point of view. However,
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quantitatively the diffusive transport is strongly underestimated by model (5) by about a factor of
50. The turbulent diffusive transport would thus be reasonably well predicted if the coefficient o, is
reduced from 1 to about 0.02. Nevertheless, such a practice cannot be recommended and the present
analysis indicates substantial deficiencies of the gradient diffusion model (5).
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Fig. 15. Left and right hand side of model (5), Ra, = 108.

To investigate the relevance of the discussed shortcomings of the k-¢ model, we compare the results of
the present analysis for Ra;= 108 with those from previous direct numerical simulations [9,10] for Ra,=
4 - 108. Since the k-¢ model is developed for high turbulence levels, one should expect that the perfor-
mance of the model improves with increasing Rayleigh number. From a qualitative point of view, the
budget of the k-equation at Ra,= 10% is very similar to that reported for Ra;=4 - 10°. In [9] local equilib-
rium between G, and ¢ is found only at two distinct vertical positions, as it also appears from the
present analysis. However, with the increase of Ra, from 4 - 106 to 10® the importance of the diffusion
as redistributive term clearly has decreased. One could, therefore, expect that at very high values of Ra,
indeed a local equilibrium may exist. Considering the correlations which contribute to turbulent diffu-
sive transport we find that the relative importance of the triple correlation as compared to the pressure
correlation is substantially increased with increase of Ra; from 4 - 10° to 10%. At the same time, the
region with counter-gradient diffusive transport of k has shrunk only marginally. Hence, we conclude
that closure of Dy, by a gradient modell may be problematic even at very high Rayleigh numbers.

For statistical modelling of turbulence, an analysis of the transport equation for the dissipation € is
also of great interest. However, we do not give results here since a detailed discussion would con-
siderably increase the size of the paper. Instead, we leave this topic to a future publication but focus
in the next two subsections on the modelling of the turbulent heat fluxes.

5.3 Concept of turbulent Prandtl number

In natural convection the flow is driven by buoyancy forces which arise from local differences in
the temperature field. Therefore, in numerical computation of such flows it is of great importance to
predict the temperature field accurately. This implies that closure of the turbulent heat fluxes uT
needs special care in statistical modelling of natural convection.

In simple models the turbulent heat fluxes are approximated on the basis of a gradient assumption
introducing an eddy conductivity x, [25]:

788 JOURNAL DE RECHERCHES HYDRAULIQUES, VOL. 35, 1997, NO. 6



T x0T )

Usually the concept of a turbulent Prandtl number Pr, = v/, is used to calculate , from the eddy vis-
cosity v, by means of the empirically established coefficient Pr,. To test the performance of this model
for the vertical turbulent heat flux we give in Figure 16 results computed from the DNS data for the
left hand and right hand side of model Eq. (7). For the analysis i',T" is replaced by {(u";T") and T by
(T) . The eddy viscosity is again computed via Eq. (6) while for the turbulent Prandtl number the
standard value 0.9 is used. From Figure 16 it becomes evident that model (7) is totally unsuited for
internally heated convection. Since at high Rayleigh numbers the core region is almost isothermal and
the vertical gradient of the mean temperature is very small, see Figure 9, the values of u',T' predicted
by model (7) are much too small. In the region 0.2 < x; < 0.85 furthermore negative values of u,T
are predicted while they should be positive for x; > 0.2. From the profiles of ',T" in Figure 13 and
from the mean temperature in Figure 9 it follows that in the entire central region of the layer a counter-
gradient heat flux exists. This is not an artifact of this simulation; a counter-gradient heat flux was also
found for smaller Rayleigh numbers [9]. It can also be confirmed by using the well established results
for the Nusselt numbers which show that most heat is transfered upward.

0.006 ~

—u— left hand side of model (7)
—o— right hand side of model (7) '-1.

w \
|
! |

0.0024

vertical turbulent heat flux
(=]
[=]
(=]
[=]
1

X3

Fig. 16. Left and right hand side of model (7), Ra; = 108.

As a consequence of these facts, the concept of a prescribed constant turbulent Prandtl number and a
gradient-type relation for the closure of the turbulent heat fluxes, used in simple k-e-Pr, turbulence
models, fails for the convection in an internally heated fluid layer. A more promising concept for
modelling of the turbulent heat fluxes is to determine u'.T by solution of the respective transport
equations. Therefore, in the next subsection we give results for the budget of the analytical transport
equation for #';T" and test closure assumptions for terms in this equation against the DNS data.

5.4 Transport of turbulent heat fluxes

With the simplifications mentioned in section 5.2, the analytical transport equation for the vertical
turbulent heat flux ¢ = u'sT" [25] reduces for the convection in an internally heated layer to the fol-
lowing non-dimensional form:
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In Eq. (8) D, and D, are the turbulent and molecular diffusion. Again, the net contribution of both
terms is zero. P, is the production/destruction due to the mean temperature field and G, is the
production due to buoyancy. The molecular destruction ¢, is a sink term, which is zero only in
isotropic turbulence. In this case the pressure-scrambling term IT, is the main sink of u'57" .

A detailed analysis of turbulent diffusive transport D,, for the simulation with Ra; = 10® is given in
[35], showing that in this type of flow the dominant term in D,, is the triple correlation. The pressure-
temperature correlation is small except at the edge of the thermal boundary layer at the upper wall,
where the profile shows a sharp peak. Considering the total diffusive transport, the turbulent part is
dominant in the centre of the channel while the molecular one dominates in the boundary layers.
From Figure 17, where vertical profiles of G, and P, are shown, it appears that the generation of
w',T" is mainly due to buoyancy. At the edge of the boundary layer near the upper wall the profile
of G, exhibits a sharp peak. The generation/destruction by the mean temperature | field is small, and
in the lower half of the layer P, acts as a sink term. The complete budget of u 3T' is shown in Fig-
ure 18 and with an enlarged scale in Figure 19. Since buoyant flows are not isotropic, it is not sur-
prising that in internally heated convection the molecular destruction €, is not zero. Figures 18 and
19 even show that in the core region of the layer €, is the main sink term. The pressure-scrambling
term I1, is almost constant in the centre of the layer but assumes a high negative value at the upper
wall. At both walls II, is balanced by the molecular diffusion D, .
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0.014
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Fig. 17. Production terms G, and P,, Ra, = 108,
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Fig. 18. Budget of vertical turbulent heat flux, Ra; = 10%.
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Fig. 19. Budget of vertical turbulent heat flux (enlarged scale), Ra; = 10.

The closure terms in Eq. (8) are the buoyancy production, the molecular and turbulent diffusion, the
molecular destruction, and the pressure-scrambling term. To close the buoyancy production G,
usually a separate transport equation for the temperature variance T is solved [25].

Considering closures for the turbulent diffusion, we analyse a model proposed by Launder [21] for
high Peclet numbers:

= K ousT
wstyT +pT = ~Crp— a;
3

&)

In Figure 20 results are given for the separately evaluated left and right hand side of model Eq. (9). For
the coefficient Cyp, the standard value 0.11 is adopted. Figure 20 reveals that from a qualitative point of
view model (9) performs reasonably well for x; > 0.2. However, as was already found from the analysis
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of models for the turbulent diffusion of k, the magnitude of turbulent diffusive transport is strongly
underestimated by the model (compare scale of left and right ordinate in Figure 20). To account for the
correct magnitude, the coefficient C7;, would have to be increased by about a factor of 100.
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Fig. 20. Left and right hand side of model (9), Ra, = 108.

For the pressure-scrambling term it can be shown with the aid of the Poisson equation for the pres-
sure that IT, has a turbulence part (I1,,), a mean-strain part (I1,,) and a buoyancy part (II, 3):

O,=T,, +I,,+11,; 10
The most widely used models for these parts are given here in dimensionless form [25]:
I, 5—%,%@“ (11)

—— dug
Hq’z &= —CT2u jTa_x

)

(12)

I, =—CpT> (13)

The values commonly adopted for the coefficients are Cry = 3.0, Cp, = 0.33 and Cp3 = 0.5. Since for
internally heated convection u is zero, I1,, is zero, too. In Figure 21 we show vertical profiles for
I1,, and II, 3, evaluated from the DNS data for Ra; = 108. Except the region close to the lower wall,
where I1,, is positive, the qualitative behaviour of both terms is quite similar. However, the perfor-
mance of the pressure-scrambling model for the internally heated convection is poor, see Figure 22.
In this figure, the term II, = (p"(3T"/dx;)) as evaluated from the DNS data is compared with
the sum of the model terms IT,; + I1,;. In the assessment of the model we have to distinguish
between the regions inside and outside the boundary layers. While the evaluated pressure-scram-
bling term shows a relative and absolute minimum at the lower and the upper wall, the value pre-
dicted by the model at both walls is zero. Since model (10-13) cannot account for the damping of
the vertical turbulent heat flux near the walls, it is usually extended by an appropriate wall correc-
tion term. Such terms are not considered here; thus one has to restrict the analysis to the inner part
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of the channel. Figure 22 shows that outside the boundary layers, where the profile of II, is almost
uniform, the sink rate predicted by model (10-13) is much too high.
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Fig. 21. Terms 11, and I ; of pressure-scrambling model, Ra, = 10%.
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Fig. 22. Pressure-scrambling term I, evaluated from Eq. (8) and sum of model terms I1,, and I1 3 from
Eq. (11) and (13), Ra; = 108.

Another closure term in Eq. (8) is the molecular destruction ¢,. The budget of u',T in Figures 18 and
19 shows that for Ra; = 108 the main sink term is €, and not the pressure-scrambling term IT,. This even
holds for Ra; = 10°, though the importance of IT, has clearly increased. Nevertheless, we conclude that
in statistical modelling of internally heated convection at Rayleigh numbers of Ra; = 10° and presum-
ably even higher ones, the molecular destruction €, may not be neglected but must be modelled ade-
quately. However, as ¢, vanishes in isotropic turbulence, in high Reynolds number models this term is
usually neglected and only recently models for ¢, have been proposed in the literature [30].

6 Conclusions

In the present paper direct numerical simulations of the convection in an internally heated horizon-
tal fluid layer are reported. The boundary conditions are periodic in both horizontal directions while
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the rigid top and bottom walls are isothermal and at equal temperature. Results are given for a fluid
Prandt]l number of seven and various internal Rayleigh numbers in the range 10° < Ra; < 10°.

From the direct numerical simulations, the patterns and dynamics of convection are investigated for
the different Rayleigh numbers. While at Ra; = 10° single cold drop-like plumes detaching from the
upper wall are predominant, at Ra; = 106 few spoke patterns appear at the edge of the upper bound-
ary layer. At Ra; = 107 neighbouring spokes form closed irregular cells. With a further increase of
Ra; to 108 and 10° the macroscopic length scale of the irregular cells decreases. These structures
and mechanisms are the same as observed in experiments. The qualitative and quantitative verifica-
tion shows that Rayleigh numbers up to 10% and 10° are now accessible by direct numerical simula-
tions. The present simulations, therefore, represent a reliable database which can be used for
analysis of statistical features of turbulence in internally fluid layers, as well as for scrutiny and val-
idation of statistical turbulence models for this special type of convection. In the present paper
detailed results are given for the mean and fluctuating temperature and velocity fields at the various
Rayleigh numbers. For the simulation with Ra, = 108 budgets of the turbulence Kinetic energy k and
the vertical turbulent heat flux u',T" are analysed, and closure assumptions commonly used in sta-
tistical turbulence models are tested against the DNS data.

The analysis of the budget of the turbulence kinetic energy reveals that production and dissipation
of k are not in local equilibrium. While the DNS data show that the redistribution of & by turbulent
diffusive transport is considerable, the standard model used for closure of this term predicts much
too small values. As modelling of the vertical turbulent heat flux is concerned, the simple gradient
transport and turbulent Prandtl number concept totally fails to account for the counter-gradient heat
transport which occurs across about 70% of the channel height. Therefore, for an adequate descrip-
tion of the turbulent heat transfer models have to be used which solve transport equations for the
turbulent heat fluxes and which are able to allow for counter-gradient heat transport.

From analysis of the budget of W, T it appears that the main sink term is not the pressure-scram-
bling term but the molecular destruction. Thus, this term may not be neglected but must be mod-
elled even at Ra; = 10® and much higher Rayleigh numbers. For closure of the pressure-scrambling
term, the standard model is found to perform poorly. As regards to the modelling of the turbulent
diffusion of u',T", the rate predicted by the standard model is found to be much too low.

From comparative assessment of the results for Ra, = 108 with direct numerical simulations
reported in literature for Ra; = 4 - 10° we conclude that main features of turbulence in internally
heated convection, e.g. counter-gradient heat transport and counter-gradient diffusive transport of £,
are still present at the substantially higher turbulence level considered here. Thus, they may persist
at even higher Rayleigh numbers. For reactor applications, however, internal Rayleigh numbers up
to 106 can be expected and additional phenomena may occur. With today’s computer power, such
Rayleigh numbers are far beyond the capabilities of the direct simulation method. They can be han-
dled only by large-eddy simulations or statistical simulations of turbulence. In this context, the
present results are of interest for the development of reliable turbulence models applicable to the
convection in fluids with internal energy release.

Notations

Cri, Cp, Cz Coefficients in model for IT,

Crp Coefficient in model for D,
C, Coefficient in k-¢ model
b channel height
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D,,, molecular diffusion in k-equation

D,, turbulent diffusion in k-equation

D molecular diffusion in u',T" -equation
turbulent diffusion in u',T" -equation
Da  Damkohler number, §,D°/(AAT nax)
g gravitational acceleration

G,  buoyancy production in k-equation

G buoyancy production in usT -equation
Gr  Grashof number, Ra,/(Pr - Da)

k turbulence kinetic energy, u';u';,/2
k wavenumber in x;-direction

N; number of mesh cells in x;-direction
Nu  Nusselt number

p pressure

P, production term in u,T -equation

Pe, turbulence Peclet number, k%/(ke)

Pr Prandtl number, V/K

Pr,  turbulent Prandtl number

q; turbulent heat flux in x;-direction, u.T
q, volumetric heat source

Ra;  internal Rayleigh number, gﬁquV (VRA)

Re, turbulence Reynolds number, k%/ (ve)
t time

T temperature
AT  temperature difference
U; velocity component in x;-direction

ity velocity scale, ( gﬁATOD)l/Z

Ax;  mesh width in x;-direction

X; periodicity length in x-direction (i = 1,2)
Greek

ﬁ coefficient of thermal expansion

d;; Kronecker delta

€ dissipation

g, molecular destruction in ;T -equation
K thermal diffusivity

K, eddy conductivity

A thermal conductivity

v kinematic viscosity

v, eddy viscosity

I,  pressure-scrambling term

Hq,,- parts of ,i= 1,2,3

p density

o/ turbulent Prandt! number for &
¢,  general variables
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Subscripts

b
c
k
m

bottom wall
critical value

term in k-equation
molecular

max maximum

term in u'3T" -equation
reference value

ms root-mean-square value

t top wall, turbulent

w wall

0 initial or normalisation value

Superscripts

o dimensional variable

¢ time average

¢ fluctuating component with respect to ¢

(¢) ensemble average over x;-x,-plane and time

9" fluctuating component with respect to (¢)
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